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SUMMARY

The observed efficiency of plating (e.o.p.) is defined as the ratio of two plaque or colony counts and is in practice subject to substantial sampling fluctuations. The true e.o.p. is here defined as the ratio of the underlying mean values, of which the two counts are Poissonian estimates; thus, when the number of counts on each plate is assumed to increase indefinitely, the observed e.o.p. converges in probability to the true e.o.p. A contour map is provided, by means of which one may rapidly determine, for any given pair of counts in the range 50 to 1000, an interval which will in 95% of all cases contain the true e.o.p.

INTRODUCTION

The technique of estimating the efficiency of plating (e.o.p.) of one viral suspension with respect to another, by plating out on two hosts and computing the ratio of the plaque (or focus) counts, has long been in use (Ellis & Delbrück, 1939) and has a wide variety of applications. Thus it may be used to compare the activities of two preparations of virus on the same type of host cell, to assess differences in susceptibility between hosts or to compare biological activity with counts of particles. Numerous variants exist; for example if one expects 1 in 10⁶ organisms to be a mutant resistant to an antibiotic, one may plate with and without the antibiotic carrying tenfold serial dilutions six stages further for the untreated medium.

THE STATISTICAL PROBLEM

Plainly, the efficiency of plating so defined is not a fixed quantity but a random variable governed by some probability distribution, for one would be greatly surprised if the e.o.p. was exactly the same on repeating the experiment. Indeed, if equal volumes are pipetted from a homogeneous suspension, the numbers of organisms taken up will not be constant from one pipette to the next, but will follow a Poisson distribution with mean given by the product of the common volume and the number of organisms per ml. of suspension (Fisher, Thornton & Mackenzie, 1922; Meynell & Meynell, 1965).
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Suppose, then, that replicate counts are performed on a series of pairs of plates, producing on the first culture medium a sample sequence of counts, \( X_1 \), distributed as a Poisson variate with mean \( \mu_1 \); symbolically,

\[
X_1 \sim \text{Poisson } \{\mu_1\}; \tag{1}
\]

and on the second medium a sequence \( X_2 \),

\[
X_2 \sim \text{Poisson } \{\mu_2\}. \tag{2}
\]

The true e.o.p. must then be defined as

\[
\text{true e.o.p. } = \frac{\mu_1}{\mu_2}, \tag{3}
\]

whilst, for any sample pair of counts, we have

\[
\text{observed e.o.p. } = \frac{X_1}{X_2}. \tag{4}
\]

Equation (3) is a necessary definition inasmuch as (4) converges \textit{in probability} to (3) as \( X_1 \) and \( X_2 \) approach infinity. Convergence \textit{in probability} (Kendall & Stuart, 1961, chapter 17) is most simply exemplified in a tossing experiment with a true coin, where the observed frequency of appearance of heads approaches \( \frac{1}{2} \) in probability as the number of trials increases without limit. In other words, if extremely large counts were made, it would be most unlikely for \( \frac{X_1}{X_2} \) to differ appreciably from \( \frac{\mu_1}{\mu_2} \), and it is clearly the latter that the experimenter has in mind when he sets out to measure the e.o.p.

The true e.o.p. is a \textit{parameter} of the system, the observed e.o.p. a \textit{statistic}; what we are therefore confronted with is the familiar statistical problem of estimating a parameter on the basis of a sample, namely the values \( X_1 \) and \( X_2 \). In general, the common practice of taking (4) as a \textit{point estimate} of (3) may prove misleading. It may, for example, spuriously suggest the existence of a trend in the e.o.p. plotted against an adjustable parameter of the system, when in fact all the variability observed can be accounted for by chance alone, the effects of which, as we shall see in a moment, can be quite considerable even for fairly high pairs of counts. For this reason, it is desirable to give not a point estimate but an interval estimate of the e.o.p.: to state, with 95\% probability of being correct, that the true e.o.p. lies within certain specified limits. One makes such assertions in the expectation that one will, in the long run, prove to be in error in one case in twenty.

**DETERMINATION OF THE INTERVAL**

The contour map shown in the accompanying Figure provides such limits. Suppose that the two counts were 200 and 400; a point estimate of the e.o.p. would then be \( \frac{200}{400} \), or \( 0.5 \). To obtain an interval estimate, we read the numerator of the fraction on the vertical logarithmic scale along the left-hand side of the Figure and the denominator on the horizontal logarithmic scale along the bottom. The point \( (400, 200) \) so obtained is situated between the e.o.p. contours (the lines lying diagonally athwart the Figure) for \( 0.3 \) and \( 0.5 \). Passing up and to the right from the point \( (400, 200) \) in parallel with the contours, one reaches the e.o.p. scale along the outside of the right-hand edge of the Figure at the value \( 0.42 \); this is the lower end of the interval. One
next interchanges the co-ordinates, obtaining the point (200, 400) from which one proceeds parallel to the contours; until coming to the e.o.p. scale along the top edge of the Figure at the value 0.59, which is the upper end of the interval. We may therefore state here with 95% confidence that the true e.o.p. lies between 0.42 and 0.59; the precise limits in this example are, to four decimal places, 0.4220 and 0.5925, and even the most hurried readings from the Figure should in general be correct to two significant figures. This example emphasizes the need for interval estimates, for even with these rather substantial counts the true e.o.p. may, nineteen times in twenty, be as much as 15.6% lower, or 18.5% higher, than that observed. Using the map, the reader may easily persuade himself how much more pronounced the chance variations become for smaller counts.

It will be noticed that the e.o.p. scale of the top edge has been continued down the inside of the right edge as far as 1.5, with marks at 1.1, 1.15, 1.2, etc. This is because the e.o.p. contours slowly decline from 45° as they rise; therefore, starting from a point above but close to the principal diagonal and moving parallel to the contours, one will occasionally be carried down across the diagonal and finally on to the stretch of the e.o.p. scale in question. Obviously, the converse situation (crossing up through the principal diagonal) can never arise.

THE STANDARD ERRORS

The most obvious approach is to consider (4) as a statistic which estimates the parameter (3), and to set confidence limits on the latter by calculating the sampling variance of the former; this was done by Irwin (1938) in his note to Miles & Misra's paper. Now, it is easy to show on the strength of (1) and (2) that, when \( \mu_1 \) and \( \mu_2 \) are large, the variance of (4) is given by

\[
\sigma_1^2 = \frac{\mu_1}{\mu_2} (\mu_1 + \mu_2),
\]

and so, if we assume approximate normality, we find, with 95% confidence,

\[
-1.96\sigma_1 \leq \frac{X_1}{X_2} - \frac{\mu_1}{\mu_2} \leq 1.96\sigma_1.
\]

An inequality like (6) is called pivotal, since, although it is set up as a bounding statement on the statistic, \( X_1/X_2 \), it may be re-cast as one about the parameter, \( \mu_1/\mu_2 \). Indeed, one sees immediately from (6) that

\[
\frac{X_1}{X_2} - 1.96\sigma_1 \leq \frac{\mu_1}{\mu_2} \leq \frac{X_1}{X_2} + 1.96\sigma_1,
\]

thus providing an interval estimate for the true e.o.p. The difficulty with (7), of course, is that one does not really know \( \sigma_1 \), since (5) is in terms of \( \mu_1 \) and \( \mu_2 \), and if we knew these we would know the true e.o.p. without any further ado. The best we can do here is to use the readings from (1) and (2) as Poisson estimates of \( \mu_1 \) and \( \mu_2 \) and replace (5) by

\[
\sigma_1^2 \approx \frac{X_1}{X_2} (X_1 + X_2),
\]

the swung dashes designating approximate equality.
Ordinarily, the practice of replacing unknown parameter values by sample estimates is to be frowned upon, since it tends to lead to unrealistically narrow confidence intervals: the classic example is Student’s $t$-distribution, which is based on the sample variance from a normal population and is much broader than the distribution obtaining when the parent variance is known. One would expect here that the Poisson variability inherent in (1) and (2) would be sufficiently great to invalidate (8) as an adequate approximation to (5); curiously enough, however, this does not appear to be the case. Thus, the use of (7) and (8) produces for the example $X_1 = 200$, $X_2 = 400$ already discussed, the confidence interval $(0.4151, 0.5849)$—remarkably good agreement with the limits $(0.4220, 0.5929)$ cited earlier, when one considers that these were based upon a fiducial argument to be described in the next section.

When $\mu_1$ and $\mu_2$ are close in value, the skewness of the distribution of $X_1/X_2$ becomes appreciable and it is desirable to invoke a normalizing transformation (Kendall & Stuart, chapter 31). This is very simply provided here by the statistic $X_1/(X_1 + X_2)$ which, since it is confined to the interval (0, 1), is inherently more symmetric. It may be shown that its variance is given by

$$\sigma^2 = \mu_1 \mu_2/(\mu_1 + \mu_2)^2,$$

in terms of which we may write the inequality

$$-1.96\sigma^2 \leq \frac{X_1}{X_1 + X_2} - \frac{\mu_1}{\mu_1 + \mu_2} \leq 1.96\sigma^2,$$

which may be rearranged to yield

$$\frac{(X_1/(X_1 + X_2)) - 1.96\sigma^2}{(X_2/(X_1 + X_2)) + 1.96\sigma^2} \leq \frac{\mu_1}{\mu_2} \leq \frac{(X_1/(X_1 + X_2)) + 1.96\sigma^2}{(X_2/(X_1 + X_2)) - 1.96\sigma^2}.$$

If, finally, we replace (9) by

$$\sigma^2 \approx X_1 X_2/(X_1 + X_2)^2,$$

we have a pair of equations from which approximate confidence intervals may be computed. In the test case we have been discussing it leads to the limits $(0.4197, 0.5900)$, only slightly different from those obtained from (7) and (8). For more nearly equal $X_1$ and $X_2$, however, the difference between (6) and (11) will be more marked, although the latter appears always to be in substantial agreement with estimates derived from the Figure. Hence the reader who distrusts the sort of fiducial argument presented in the following section may construe the map to be no more than a short-cut version of (11) and (12).

THE FIDUCIAL ARGUMENT

It is the exception rather than the rule when confidence intervals can be obtained for a parameter by means of a pivotal inequality or through eliminating a scale factor by studentization (Kendall & Stuart, chapter 20). In general it is necessary to have recourse to a fiducial argument, which rests upon the idea of a prior distribution of parameter values. To see why this is a very natural concept, let us consider more closely the laboratory procedure implicit in plating.

It is reasonable to assume that the investigator begins by knowing $\mu_1$ and $\mu_2$ to
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an order of magnitude; he can then, by making tenfold serial dilutions, always succeed in reducing them to the range (100, 1000). In the event he misjudges, he may either find himself with numbers so small as to vitiate his accuracy, or so great that counting becomes tedious and inaccurate; in either case he will reject the trial and commence afresh, with a clearer idea of the correct values. Since the initial concentrations come randomly from nature, a moment's thought shows that the modus operandi just described should cause the prior distributions of the common logarithms of both $\mu_1$ and $\mu_2$ to be uniform (flat) between 2.0 and 3.0. In fine, to know the prior distribution is neither more nor less than to know the conditions under which the experiment is performed, without which knowledge we plainly cannot in general hope to make probabilistic predictions.

A result known as Fieller's Theorem (Finney, 1952, pp. 28 ff.) is available for setting fiducial limits to a ratio such as (4), by means of the $t$-distribution. Unfortunately, this requires the existence of a $\chi^2$ variance estimate, as well as normality of the underlying distributions, and so is not applicable here. We have therefore to look elsewhere. Clearly $\mu_1$ and $\mu_2$ must both come from the same prior distribution: this is merely to say that the experimental technique employed on both series of plates is the same. Rather than the uniform logarithmic distribution just discussed, another form was found to be more flexible and mathematically convenient. It was assumed that $\mu_1$ and $\mu_2$ were both exponentially distributed with the same expected value—a necessary restriction since, as we have just noted, the two prior distributions should be identical; the prior expectations actually cancel out in the calculation, so it is immaterial what values they have, so long as they are equal.

It is perhaps worth noting that the Figure may even be employed under more general conditions, namely if we assume that the prior distributions of $\mu_1$ and $\mu_2$ are both $\chi^2$ with the same expected value: we have only to add $n-1$ to both counts before reading the e.o.p. The $\chi^2$ distribution has coefficient of variation (i.e. the standard deviation in units of the mean) equal to $1/\sqrt{n}$; thus for $n=25$, about 95% of the distribution lies in the range of from 60% to 140% of the mean. An investigator who could consistently manage to hold his values of $\mu_1$ and $\mu_2$ within such narrow bounds would indeed be performing with remarkable virtuosity. Yet even in this unlikely situation the final interval estimate for the true e.o.p. differs but little from that already obtained in our example; for, altering the co-ordinates to (224, 424) changes the fiducial interval to (0.45, 0.62). This robustness, i.e. the fact that the interval is so insensitive to the prior distribution, affords further warrant for the fiducial approach.

With $\chi^2$ prior distributions of $\mu_1$ and $\mu_2$, the posterior distribution of the true e.o.p., incorporating the added information conveyed by the knowledge that the two counts observed were $X_1$ and $X_2$, is a $\beta$-distribution of the second kind (Kendall & Stuart, chapter 6), with parameters $p = X_2 + n$ and $q = X_1 + n$. The Figure is therefore nothing more than a relief map of the 2.5 and 97.5 percentiles of such a distribution.
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**EXPLANATION OF FIGURE**

To obtain a 95% fiducial interval for the true efficiency of plating (e.g.,), take the larger plaque count as the abscissa and the smaller as the ordinate and move parallel to the contours until reaching the scale along the right-hand edge of the Figure; this yields the lower limit of the interval. Next, interchange the co-ordinates and follow the contours up to the top edge of the Figure, to determine the upper limit of the interval; occasionally this may fall off the upper scale, which is accordingly continued down the inside of the right-hand edge to accommodate for this contingency.